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The Max Planck Research Library for the History and Development of Knowl-
edge comprises four subseries, Studies, Proceedings, Sources and Textbooks. They
present research results and the relevant sources in a new format, combining the
advantages of traditional publications and the digital medium. The volumes are
available both as printed books and as online open access publications. They
present original scientific work submitted under the scholarly responsibility of
members of the Scientific Board and their academic peers.

The volumes of the four subseries and their electronic counterparts are di-
rected at scholars and students of various disciplines, as well as at a broader public
interested in how science shapes our world. They provide rapid access to knowl-
edge at low cost. Moreover, by combining print with digital publication, the four
series offer a new way of publishing research in flux and of studying historical
topics or current issues in relation to primary materials that are otherwise not
easily available.

The initiative is supported, for the time being, by research departments of
three Max Planck Institutes, the MPI for the History of Science, the Fritz Haber
Institute of the MPG, and the MPI for Gravitational Physics (Albert Einstein In-
stitute). This is in line with the Berlin Declaration on Open Access to Knowledge
in the Sciences and Humanities, launched by the Max Planck Society in 2003.

Each volume of the Studies series is dedicated to a key subject in the his-
tory and development of knowledge, bringing together perspectives from dif-
ferent fields and combining source-based empirical research with theoretically
guided approaches. The studies are typically working group volumes presenting
integrative approaches to problems ranging from the globalization of knowledge
to the nature of spatial thinking.

Each volume of the Proceedings series presents the results of a scientific
meeting on current issues and supports, at the same time, further cooperation
on these issues by offering an electronic platform with further resources and the
possibility for comments and interactions.

Each volume of the Sources series typically presents a primary source—rele-
vant for the history and development of knowledge—in facsimile, transcription,
or translation. The original sources are complemented by an introduction and
by commentaries reflecting original scholarly work. The sources reproduced in
this series may be rare books, manuscripts, documents or data that are not readily
accessible in libraries and archives.



Each volume of the Texthooks series presents concise and synthetic informa-
tion on a wide range of current research topics, both introductory and advanced.
They use the new publication channel to offer students affordable access to high-
level scientific and scholarly overviews. The textbooks are prepared and updated
by experts in the relevant fields and supplemented by additional online materials.

On the basis of scholarly expertise the publication of the four series brings
together traditional books produced by print-on-demand techniques with modern
information technology. Based on and extending the functionalities of the existing
open access repository European Cultural Heritage Online (ECHO), this initiative
aims at a model for an unprecedented, Web-based scientific working environment
integrating access to information with interactive features.
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Introduction

The term “non-isothermal kinetics” appeared in the late 1950s as a result of the ex-
tensive development of thermonalytical methods. At that time, the first commer-
cial thermal analyzers appeared, providing sufficient precision and reproducibil-
ity of recorded data. It was also recognized that any thermoanalytical curve con-
tains kinetic information on a process in a given temperature range. Numerous
methods of estimating the Arrhenius parameters from the results of thermal anal-
ysis (TA) have been suggested [1]. However, later studies have shown that the
experimental simplicity is in inverse proportion to the complexity of calculations
for assessing the mechanisms of processes and determining their characteristics.

It is strongly recommended to become familiar with the work of Vyazovkin
et al. [2]. This paper was developed by the Kinetics Committee of the Interna-
tional Confederation for Thermal Analysis and Calorimetry (ICTAC) as recom-
mendations for reliable evaluation of kinetic parameters from the data obtained
by means of thermal analysis methods.

Inasmuch as the TA experiment deals basically with solid samples, kinetic
studies using thermoanalytical methods pertain to heterogeneous reactions. Ki-
netic analysis is based mainly on thermogravimetry (TG) and, to a lesser extent,
on differential scanning calorimetry (DSC) data. The reasons for this are dis-
cussed below.

A formal kinetic analysis using TA data to describe heterogeneous reactions
is based on certain empirical relationships, to which a physical meaning can be
assigned, making allowance for certain a priori notions of the mechanism of re-
actions that occur in a system.

The reasoning behind the use of an empirical approach is as follows:

1. It is often rather difficult to suggest a physical and geometrical model that
would correspond to the character of the process during the entire course of
reaction in the temperature range under consideration. In addition, for poly-
disperse systems in which parallel processes occur (as in macromolecular
systems with molecules of different size), modeling is a rather challenging
task, so that it is better to use a physical and mathematical description of
the overall process.
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2. For practical purposes, a detailed study of the reaction mechanism is of less
importance than the optimization of the process by determining the effect
of different experimental conditions on its rate.

3. The use of empirical relationships in kinetics makes it possible to easily
obtain numerical characteristics. However, without an adequate analysis
of results, it is impossible to give them a strict physical meaning. A typical
example is the indiscriminate use of the concepts of homogeneous reaction
kinetics to describe heterogeneous reactions.

This manual focuses on the use of the Netzsch software for formal kinetic
description of heterogeneous reactions based on TA data. The program package
comprises the following programs: the Thermokinetics program for solving in-
verse and direct kinetic problems, that is for estimating Arrhenius parameters,
for finding the most statistically probable type of function to describe the process
under consideration, and for performing predictive calculations; the Peak Sep-
aration program for decomposing multimodal curves into separate components;
and the Thermal Simulation program considering scaling effects on the basis of
Thermokinetics calculation results.



Chapter 1
Empirical Relationships and Specifics of Calculation Methods
Used for Solving Non-Isothermal Kinetic Problems

The solving of the kinetic problem consists of several steps. At the first step the
inverse kinetic problem is solved by evaluating of Arrhenius parameters. How-
ever, the solution requires a series of experiments with different heating rates and
determination of optimal experimental conditions:

As > Bg+Cy, (1.1)

where A, is the initial powdered solid reagent forming a flat layer, B, is the solid
reaction product located on the grains of the initial reagent, and C, is the gaseous
reaction product released into the environment. This process is referred to as
quasi-one-stage, for reason that the reactions of the type of Equation 1.1 have at
least three stages and comprise the chemical reaction stage, heat and mass transfer.
However, depending on the experimental conditions, one of the stages can be
limiting. In our case, we believe the chemical reaction to be the rate-limiting
stage. Let us assume that the dependence of this process on time and temperature
is a single-mode thermoanalytical curve.

For such a process, the change in the reaction rate as a function of tempera-
ture can be described as follows:

da _ jor 12
—oE = AT (@), (12

where 4 and E are the Arrhenius parameters, 7 is the temperature, and f{a) is
some function of the conversion of the reaction characterizing its mechanism.
The conversion a, according to Equation 1.1, is defined as the fraction of the
initial reagent 4, that has reacted by time #; and changes from 0 to 1. It is worth
noting that the conversion o can be calculated from both the TG and DSC data,
as well as from differential thermogravimetry (DTG) data.

The so-called non-isothermal kinetic techniques are widely used owing to
the apparent simplicity of processing experimental data according to the formal
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kinetic model described by Equation 1.2. Equation 1.2 characterizes a single
measurement curve.

As applied to experimental TA data, the kinetic model can be represented in
the following form:

da _ A E m (1 )n 13
A e DUAICRTON (13)

where (1 - a;) is the experimentally measured degree of reaction incompleteness,

T; is the current temperature in kelvins (K), 8; = dT /dt|r—r, is the instantaneous

heating rate (in our experiment, f; = f = constant), A is the preexponential factor,

E is the activation energy, m and # are the kinetic equation parameter [1].
Equation 1.3 is easily linearized:

-2 oy L a0 (- ay) 1.4
n dTT:Ti)_n( i) RT, m-Ilna;+n-In a;i), (1.4)

that is, it reduces to a linear least-squares problem.
The least-squares problem for Equation 1.4 reduces to solving the following
set of equations:

cX=b (1.5)

where C is the matrix of coefficients of Equation 1.4 (C;; = 1/p;, C;» = -1/T},
C;3=Ino;, C;; = In(1-a)), and X is the vector of the sought parameters. Since the
experimental data are random numbers, they are determined with a certain error.

Solving the problem in Equation 1.5 involves certain difficulties.

The 1/T value changes insignificantly in the temperature range of reaction,
therefore first and second column of matrix C are practically identical (up to a con-
stant multiplier), and as a result matrix C is almost degenerate. Detailed descrip-
tion of this problem one can found in [3]. To minimize uncertainty one should
provide several experiments with different heating rates and calculate kinetic pa-
rameters using all experimental data.

The above arguments suggest only that the calculation of Arrhenius parame-
ters using a single thermoanalytical curve is incorrect. The Netzsch Termokinetics
Software uses a different approach, when the Arrhenius parameters are estimated
using model-free calculation methods according to a series of experiments at dif-
ferent heating rates (see below).
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The inverse kinetic problem thus solved does not guarantee the adequate
description of experimental data. To verify the adequacy of the solution, it is nec-
essary to solve the direct problem, that is, to integrate Equation 1.3 and compare
the calculated and experimental dependences in the entire range of heating rates.
This procedure has been implemented in the NETZSCH Termokinetics, Peak Sep-
aration, and Thermal Simulation program packages with the help of NETZSCH.
These programs and their applications are discussed in detail below.

Joint processing of experimental results obtained at different heating rates
necessitates the constancy of the mechanism of a process, that is, the constancy
of the type of f(a) function at different heating rates. Whether this condition is
met can be verified by affine transformation of experimental curves, that is, by
using reduced coordinates. To do this, one should select variables on the abscissa
and ordinate so that each of them would change independently of the process un-
der consideration. In addition, it is desirable that the relationship between the
selected variables and experimental values be simple. These requirements are
met by reduced coordinates. A reduced quantity is defined as the ratio of some
variable experimental quantity to another experimental quantity of the same na-
ture. As one of the variables, the conversion a is used, which is defined as the
fraction of the initial amount of the reagent that has converted at a given moment
of time. In heterogeneous kinetics, this variable is, as a rule, the conversion of
the initial solid reagent.

If it is necessary to reflect the relationship between the conversion and time
or temperature in the thermoanalytical experiment (at various heating rates), then
the a is used as the ordinate and the reduced quantity equal to the ratio of the
current time ¢ or temperature 7 corresponding to this time to the time 7« it takes
to achieve the desired conversion. For example, if the time or temperature re-
quired to achieve 50 or 90% conversion (a* = 0.5 or 0.9) is selected, the reduced
quantities will be 1/10'5 (T/Tos) or t/t0'9 (T/Tog)

The above formalism pertains to the chemical stage of a heterogeneous pro-
cess [4, 5]. However, it should be taken into account that in general case het-
erogeneous process may involve heat and mass transfer, that is, the process may
be never strictly one-step. The multistage character of a process significantly
complicates the solution of the kinetic problem. In this case, a set of at least
three differential equations with partial derivatives should be solved, which often
makes the problem unsolvable. At the same time, experimental conditions can be
found under which one of the stages, most frequently, the chemical stage, would
be the rate-limiting stage of the process. Such experimental conditions are found
in a special kinetic experiment.






Chapter 2
Kinetic Experiment and Separation Methods

2.1 Heat Transfer Conditions

As is known, the thermoanalytical experiment is carried out under variable tem-
perature conditions, most frequently at a constant heating rate. Thereby, a so-
called quasi-stationary temperature gradient appears in the bottom-heated sam-
ple. The temperature at every point of a thermally inert cylindrical sample with
radius R and height H<4R is described by the following equation:

(BR? —1?) 24 r?
Ti(ri,t) =Ty +ﬁt——4a 1+ﬁ_ﬁ ) 2.1

where T;(r;,t) is the temperature at the ith point of the sample, 7} is the starting
temperature of the experiment, £ is the temperature change rate d7/dt = constant,
t is time, R is the radius of the cylindrical sample, r; is the radius vector of a point
of the sample, a is the thermal diffusivity, 4 is the thermal conductivity, and /4 is
the heat emission coefficient in the sample—holder system. Equation 2.1, which
is an analytical representation of the solution to the heat transfer equation under
certain assumptions, shows that a so-called quasi-stationary temperature regime
is established in a sample, corresponding to a parabolic temperature field in the
sample—holder system identical at any moment in time before the onset of ther-
mal processes. Hence, the “conversion field” has the same shape, that is, each
point of the sample is in its own state differerent from a neighboring one. Thus,
different processes can occur at different points of the sample. In a chemical reac-
tion accompanied by heat release or absorption (exo- and endothermic reactions),
the temperature field can change significantly and temperature gradients can be
as large as several tens of kelvins. To avoid this, conditions should be created
under which the temperature gradients in the reacting system would not exceed
the quasi-stationary gradient within the error of determination. This requirement
is fulfilled under heat dilution conditions when the temperature field and heat
exchange conditions are dictated by the thermophysical properties of the sample
holder. This occurs in studying small amounts of a substance when the sample
holder is made up of a metal with high heat conductance and its weight signif-
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icantly exceeds the weight of the sample. Under these conditions, a so-called
degenerate regime is realized, and heat exchange conditions have little effect on
the kinetics of the process.

2.2 Mass Transfer Conditions

The mathematical description of mass transfer events accompanying heteroge-
neous processes is beyond the scope of this section. Rather, the aim is to show,
at the qualitative level, how they can be experimentally affected. Let us consider
the simplest heterogeneous process described by Equation 1.1.

In this process, several possible diffusion steps can be discerned. First,
this is diffusion of gaseous products through the solid surface—environment in-
terface. This mass transfer step can be controlled by purging the reaction volume
with an inert gas. Figure 2.1 shows the results of studying the dehydration of
CuSOy, * 5H,0. The curve reflecting a three-stage process was obtained under
dynamic environment conditions. The air flow rate was 40 mL/min. The curve
indicates the loss of five water molecules; the water is removed stepwise, two
molecules at a time in 40—180°C region and the fifth molecule is released at 210—
270°C.

TG, % DTG, %/min

—_— -] 0
95 | \ >~ 2] L -2

90 | F -4

85 -
80
75

- =12

70

1

65 [2] I -16

50 100 150 200 250 300 350 400
Temperature, °C

Figure 2.1: Dehydration of CuSO,4 * 5H,0 in an open crucible in a dry air flow
(curve 2) and in a static atmosphere (curve 1).
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The TG curve of a two-stage process pertains to the process in a static at-
mosphere. Figure 2.1 demonstrates that the process in a static atmosphere has
another mechanism as compared with the process in an open crucible in the air
flow. It is believed that diffusion hindrances arising in a static atmosphere are
responsible for a significant effect of the back reaction. Since the CuSO,4 * 5H,O
dehydration is a reversible process, its kinetics changes noticeably. If changing
the flow rate does not change the process rate, this step of mass transfer has no
effect on the overall rate.

Second, the mass transfer in the porous medium of the initial reagent is wor-
thy of consideration. The simplest way to verify the significance of this step is to
carry out a series of experiments with a sample of different thickness at the same
external surface area. If the change in the layer height has no effect on the process
rate, the diffusion in the porous reagent can be approximately considered to have
little effect on the process as a whole.

The step of mass transfer in the layer of the solid reaction product is the
hardest to identify. A possible way to reveal diffusion limitations at this step is to
determine how the composition changes in different parts of the solid reagent at
various depths. However, this procedure is rather laborious and necessitates the
use of appropriate analytical methods and a special sample preparation. To deter-
mine the role of diffusion limitations in the product layer, it is common practice
to compare the propagation kinetics of the interface measured at different con-
versions. If diffusion hindrances exist, the Arrhenius parameters decrease with
an increase in the product layer thickness. If the temperature coefficient of the
reaction rate £/R (in general case it is better to use E/R instead of E, because E is
measured in J/mol while for thermoanalytical data of any material or blend using
of “mol” unit is meaningless) remains constant at different conversions, it can be
stated that this type of diffusion is not a rate-limiting stage.

Thus, diffusion hindrances can manifest themselves at different steps of the
process under consideration and can depend on both the design of equipment and
the nature of substances involved in the process.

A conclusion that can be drawn from the above is that to mitigate a noticeable
effect of transfer processes of experimental results, small amounts of the initial
reagent (a few milligrams) with minimal porosity or lower heating rates should
be used. In addition, it is important that the sample is placed on a rather large
surface and that purge gases at a rather high flow rate are used.

2.3 Nucleation

If our experiment is carried out under conditions such that transfer phenomena
have no effect on the shape of thermoanalytical curves, the reaction can be thought
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of, to a first approximation, as a quasi-one-stage process representing the chem-
ical transformations of reaction 1.1. However, the experimental results depend
also on a change in the morphology of the initial reagent, i.e., on the formation of
the reaction product, first of all, on the reagent surface. In this case, the conver-
sion kinetics is dominated by the nucleation of the new phase and the subsequent
growth of its nuclei. For heterogeneous processes, we are usually not aware of
what atomic or molecular transformations lead to the nucleation of the product
phase, so that the process is represented by a set of some formally geometric
transformations. Non-isothermal kinetics is aimed at finding the forms of func-
tions and their parameters describing these transformations.

Nucleation is related to the chemical stage of the process. However, because
of the complexity and diversity of nucleation processes, we believe it is necessary
to briefly dwell on this phenomenon, without going into theoretical descriptions of
different steps of these processes. Consideration focuses on the manifestations of
nucleation processes in the thermoanalytical experiment and on the proper design
of the latter.

In the case of heterogeneous topochemical processes, the interface between
the initial solid reagent and the solid reaction product is most frequently formed
via nucleation processes. The reaction can simultaneously begin over the entire
surface. In addition, nucleation can occur at separate sites of the surface, or by
the branched chain mechanism, or another one. Possible mechanisms of these
processes have been well documented (see, e.g., [1, 4, 5]). Here, we do not intend
to go into details of all possible mechanisms; we will consider these phenomena
in more detail when describing NETZSCH software.

For carrying out a kinetic experiment and obtaining reproducible results, it
is necessary to standardize the surface of the initial reagent and create a definite
amount of nuclei prior to the kinetic experiment. In the framework of thermo-
analytical study, we can measure only the conversion (determination of the con-
version or the overall reaction rate). Here, we do not consider the use of other
physical methods for determining the number of nuclei on the reagent surface,
for example, direct nucleus counting under the microscope. In thermal analysis,
the most accessible and efficient method is natural nucleation under standard con-
ditions. In this method, prior to the kinetic experiment, a noticeable amount of
the initial reagent is heat treated up to a certain conversion. As a rule, the con-
version amounts to several percent. The method is based on the fact that the last
nucleation stages have little effect on the development of the reaction interface,
since a large part of potential centers has already been activated. The sample thus
standardized is used in all kinetic experiments, that is, at different heating rates.



2. Kinetic Experiment and Separation Methods 13

Using the CuSO, * 5H,0 dehydration as an example, let us consider how the
thermoanalytical curves change after natural nucleation under standard conditions
as compared with the nonstandardized sample.

Figure 2.2 shows the TG and weight loss rate (DTG) curves for the initial
untreated copper sulfate pentahydrate (curve 2) and for the sample subjected to
natural nucleation under standard conditions (curve 1). To this end, the powder
of the initial reagent was heated at 7 =70 °C until 10% H,O was lost. As is seen,
the shapes of the TG and DTG curves of the treated reagent differ from those of
the initial reagent. Hence, the dehydration kinetics changes.

DTG, %/min

- -16

60 80 160 120 140 160
Temperature, °C

Figure 2.2: Dehydration of CuSO, * 5H,0 in an open crucible for the untreated
sample (curve 2) and the standardized sample (curve 1).

Thus, using non-isothermal kinetics methods necessitates carrying out a spe-
cial experiment involving a series of runs at various heating rates using the meth-
ods of separation of the rate-limiting stage, and small amounts of the solid reagent,
purge gases, crucibles of appropriate size, and so forth.






Chapter 3
NETZSCH ThermoKinetics Software

The NETZSCH software suite intended for use in kinetic calculations from ther-
moanalytical data is based on the above principles. It naturally has specific fea-
tures and computational procedure. Let us consider the software design philos-
ophy and operational principles. In this workbook, Netzsch Proteus® 4.8.3 and
Netzsch Thermokinetics® 3.0 versions are used to demonstrate main operating
procedures. As Netzsch continuously improve software, we strongly recommend
using actual versions of Proteus® and Thermokinetics®. New versions of soft-
ware always include basic procedures presented in this workbook, as well as new
useful functions.

3.1 Inverse Kinetic Problem

The inverse kinetic problem is solved with the use of model-free Friedman [6]
methods and Ozawa—Flynn—Wall [7, 8] methods. The model-free methods (Fried-
man analysis, Ozawa—Flynn—Wall analysis, evaluation according to ASTM E698)
are applied to non-isothermal kinetic analysis when experimental data is repre-
sented as the set of measurements at different heating rates. The model-free meth-
ods provide information on kinetic parameters, such as the activation energy and
preexponential factor, without determining a concrete kinetic model. The Arrhe-
nius parameters obtained by these methods are used as starting approximations
in solving the direct kinetic problem. This solution makes it possible to find the
type of function approximating the experimental data and to refine the Arrhenius
parameters.

In thermal analysis, the concept of conversion is used. NETZSCH ThermoKi-
netics software operates with partial mass loss (for thermogravimetry), and partial
area (for DSC, DTA and mass spectrometry) rather than with the common term
conversion degree.

For integral measurements (thermogravimetry, dilatometry), the measured
curve is converted to the plot of conversion a; versus time ¢; by Equation 3.1:
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_ m(ts) —m(t)

i= m 3.1)

where (¢,) is the signal at the starting moment of time #,, m(%;) is the signal at the
ith moment of time ¢;, and m(%y) is the signal at the final moment of time #.

For differential measurements (DSC, DTA, mass spectrometry), the conver-
sion is calculated by Equation 3.2:

JIs@®) - B dt
(Zl = )
L 18t - B(®)] dt

(3.2)

where S(?) is the signal at the moment of time ¢ and B(?) is the baseline at the
moment of time ¢.
3.1.1 Friedman Method

The Friedman method is a differential one, where the initial experimental param-
eter is the instantaneous rate do;/dt,;.

log dx/dt
2.0 -

25
_30 -
35 4
40 4
45 3

50 4

20 21 22 23 24 25 26 27
1000 KIT

Figure 3.1: Friedman analysis for the simulated set of data for heating rates of
0.25, 1.0, 5.0, and 20.0 K/min (Reprinted with permission from [9] ©
NETZSCH-Geritebau GmbH).
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Providing several measurements at different heating rates one can plot a lin-
ear dependence of the logarithm of rate on inverse temperature for given o;. As
we notice above, Equation 1.4 can be easily linearized for any f(a) a linear de-
pendence of the logarithm of rate on inverse temperature for given ;. In the
Friedman method, the slope m = E/R of this line is found. Thus, the activation
energy for each conversion rate can be calculated from the slope of the In(da;/dT)
vs 1/T curve. The conversion rate on the left-hand side of the equation is found
directly from the initial measured curve (e.g., thermogravimetric) by its differ-
entiation with respect to time. This procedure is performed with the NETZSCH
Proteus software used for processing the experimental data.

l =1 A
n(—ﬁr Tl) = n([)Ti

E
)= a + (@) (3.3)

The second Arrhenius parameter, the logarithm of the preexponential factor,
is also calculated from Equation 3.3.

Thus, the software allows the calculation of both Arrhenius parameters, the
activation energy, and the logarithm of the preexponential factor. The calculation
results are given in the tabulated form as the dependence of Arrhenius parameters
on the conversion, as well as in the graphical form.

3.1.2 Ozawa-Flynn—Wall Method

The Ozawa method uses the integral dependence for solving Equation 1.3. Inte-
gration of the Arrhenius equation leads to Equation 3.4:

G(a) = J-f(a) ,BJ- exp(—)dt (3.4

If T, is lower than the temperature at which the reaction occurs actively, the lower
integration limit can be taken as zero, Ty = 0, and after integration, Equation 3.5
takes the form of Equation 3.6:

A-E
InG(a) = ln(T) —Inp + Inp(2) (3.5)

p(z) =

— z —
expi—z) —f exPi—Z)dz where z = E/RT. (3.6)
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Analytical calculation of the integral in Equation 3.6 is impossible, therefore,
it is determined as follows: Using the DOYLE approximation [7] (/n p(z) = -5.
3305 + 1.052z), we reduce Equation 3.5 to Equation 3.7:

A-E E
Inp = In(—~) — InG(a) ~ 53305 + 1.052 - . (3.7)

It follows from Equation 3.7 that, for a series of measurements with different
heating rates at the fixed conversion value a=a,, the plot of the dependence

i = f(1/Ti) (3.8)

is a straight line with the slope m =—1.052 E/R. T} is the temperature at which
the conversion ¢ is achieved at the heating rate f;. It is evident that the slope
of the linear dependence is directly proportional to the activation energy. If the
activation energy has the same value at different o values, we can state with
confidence that the reaction is one-stage. Otherwise, a change in the activation
energy with an increase in the conversion is evidence that the process is multistep.
The separation of the variables in Equation 1.3 is thus impossible.

log (Heating rate/(K/min))
0.98

0.

1.4
1.0 4
06
0.2
-0.2 4
-06 4

T T T T T

20 22 24 26 28

1000 K/T

02

Figure 3.2: Dependences of the logarithm of rate on inverse temperature accord-
ing to the Ozawa—Flynn—Wall procedure (Reprinted with permission
from [9] © NETZSCH-Gerédtebau GmbH).
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If E, oy, and z; are known, /n4 can be calculated by Equation 3.9:
E
InA = InG(a) — lnE + Inf — Inp(2), (3.9)

Figure 3.2 shows the plots of instantaneous rate versus inverse temperature ob-
tained by this method. The resulting Arrhenius parameters are then used as a zero
approximation in solving the direct kinetic problem.

The presence of several extreme points on the experimental TA curves is
unambiguous evidence of the multistep character of the process. In this case,
the use of the NETZSCH Peak Separation program makes it possible to separate
individual stages and to estimate the Arrhenius parameters for each stage. The
Peak Separation program is discussed below.

3.2 Direct Kinetic Problem

The direct kinetic problem is solved by the linear least-squares method for one-
stage reactions or by the nonlinear least-squares method for multistage processes.
For one-stage reactions, it is necessary to choose the type of function that best ap-
proximates (from the statistical viewpoint) the experimental curves for all heating
rates used. The NETZSCH Thermokinetics software includes a set of basic equa-
tions describing the macrokinetics of processes to be analyzed [10].

Each stage of a process can correspond to one (or several) of the equations
listed in Table 3.1. The type of f{a) function depends on the nature of the process
and is usually selected a priori. For the users convenience, the notation of param-
eters and variables in Table 3.1 is the same as in the Thermokinetics software.
Here, the p parameter corresponds to the conversion, p = a, and e = [ — a.

If the type of function corresponding to the process under consideration is
unknown, the program performs calculations for the entire set of functions pre-
sented in Table 3.1. Then, on the basis of statistical criteria, the function is se-
lected that best approximates the experimental data.

This approach is a formal statistical-geometric method and, to a first ap-
proximation, the type of function approximating the experimental curves for all
heating rates has no physical meaning. Even for quasi-one-stage processes where
the chemical conversion stage has been separated, the equations presented in Ta-
ble 3.1 can be correlated with a change in the morphology of the initial reagent,
but no unambiguous conclusions can be drawn about the types of chemical trans-
formations responsible for the nucleation of the reaction product. It often occurs
that several functions adequately describe the experiment according to statistical
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‘ Model abbreviation flep) Reaction type
F1 e First order
F2 e Second order
Fn e" nth order
Dl 0.5/1-e One-dimensional diffusion
D2 -1/In(e) Two-dimensional diffusion
D3 1.5¢"3/(e’13-1) Jander three-dimensional
diffusion
D4 1.5/(e"3-1) Ginstling—Brounshtein
three-dimensional diffusion
R2 2¢!1? Reaction on the
two-dimensional interface
R3 3¢?3 Reaction on the
three-dimensional interface
B1 ep Autocatalysis according to the
Prout-Tompkins equation
Bna e'p? nth order autocatalysis
according to the
Prout-Tompkins equation
C1-X e(1+KcatX) First-order autocatalysis, X is
the product in a complex
model, often X =p
Cn-X e"(1+KcatX) nth autocatalysis
A2 2e(-In(e))? Two-dimensional nucleation
(Avrami—Erofeev)
A3 3e(-In(e))*? Three-dimensional nucleation
(Avrami—Erofeev)f
An ne(-In(e))™-H/n n-Dimensional nucleation

(Avrami—Erofeev)

Table 3.1: Reaction types and corresponding type of function f(a) in

Equation 1.2) [10].

criteria. The choice of the function is based on the search for the physical meaning
of the resulting relation. In this context, some a priori ideas are used concerning

the mechanisms of possible processes in the system under consideration. This

can be literature data, results of other physicochemical studies, or general con-
siderations based on the theories of heterogeneous processes. However, similar

kinetic analysis provides a better insight into the effect of various external factors
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on the change in the morphology of the initial reagent and on the course of the
process as a whole. Let us consider in detail the procedure of kinetic analysis
based on the thermoanalytical experimental data for the dehydration of calcium
oxalate monohydrate (CaC,0, - H,0).






Chapter 4
Kinetic Analysis Based on Thermogravimetry Data

4.1 Dehydration of Calcium Oxalate Monohydrate

Letus consider the dehydration as the reaction that occurs by the scheme A — Bs+
Cg, that is,

CaC204 ° HZO(S) d CaC204,(s) + HzO(g) (41)

Figure 4.1 shows the TG curves of the dehydration of calcium oxalate monohy-
drate.

TG 1% DTG /(%/min)

®
- 0

80

75

120 130 140 150 160
Temperature /°C

Figure 4.1: TG and DTG curves of the dehydration of calcium oxalate monohy-
drate at different heating rates.

The CaC,04 * H,O0 dehydration was studied on a Netzsch TG 209 F 3 Tar-
sus thermo-microbalance. The experiment was run at three heating rates: 5, 7.5,
and 10 K/min. Three measurements were taken at each heating rate, other con-
ditions being identical. Standard aluminum crucibles without lids were used as
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holders. The process was carried out in a dry air flow at a rate of 200 mL/min.
The initial reagent was freshly precipitated calcium oxalate with a particle size of
15-20 um. Weighed portions of the reagent were 5—6 mg for each heating rate.

4.2 Computational Procedure. Solution of the Inverse and Direct Kinetic
Problems. Quasi-One-Stage Process

As follows from Figure 4.1, the dehydration in the given temperature range can be
considered a quasi-one-stage reaction at all heating rates used. The experimental
data obtained on NETZSCH equipment are processed with the NETZSCH Pro-
teus software.

For further work with the experimental data using the NETZSCH Thermoki-
netics software, it is necessary to export data from the Proteus program in the tab-
ulated form (measured signal as a function of temperature or time) as an ASCII
file. To do this, the user must select the desired curve and click the Extras — Ex-
port data button in the Proteus toolbar. The user must enter the lower and upper
limits of the data range to be exported. To correctly specify the limits, the deriva-
tive of the selected curve is used. The left- and right-hand limits are chosen in the
ranges where the derivative becomes zero (Figure 4.2).

[FENETZSCH Proteus Thermol Anapss - Main ExpontDatal 1 8]
Fle Edt View Inset Settings Range Evaluation Extias Recoider Window Help =181 x|
2 i e W e P e B 2 e S e %
[ e [ ] e | e o] | (]2 b
Left pos.: [93.80 5’ Bight pos.: [200.00 5’ Step:|1.00 NoPs: |100 ™ Fullrange Export
File Signal Paameters Segments Close
@ Selected C Al A 16 -] I ¢ ¢ c =l ’Heh
sy [Evplo-fle Chaset=ASCl_Compatbily=custon SR
C Singe @ Splined | |Column.sep=tab Decimal symb=", Change. € Lastused @ Manual Save
TG {%
102
100
98
96
94
92
20
88
86
100 120 140 160 180 200
Temperature /°C

[F& [1] CaC204 -Al- Air- 6K-40-250C-nrenn 6e3 kpbimmar-29.10.10.dt6 CaC204'20 CaC204'H20 29.10.2010 10:25:01
For Help, press F1 16

Figure 4.2: Selection of the number of points while exporting data.
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Remember that the derivative of the selected curve can be obtained by clicking
the corresponding icon in the NETZSCH Proteus program window.

An important step for further calculations is to select the number of points
on the TG curve used for subsequent processing. This can be done in two ways.
While exporting the data from the NETZSCH Proteus software, the user enters
either the number of points of the curve to be exported (input window No.Pts.,
Figure 4.2) or the temperature increment between neighboring points (window
Steps, Figure 4.2) from which the program calculates the number of points. In our
case, from the parallel measurements performed under identical conditions, the
root-mean-square deviation of the temperature for the rate curve minimum (DTG)
was calculated to be S = 1K. For the selected temperature range, 100 points for
each curve are used. It is worth noting that the use of a smaller increment is
physically unreasonable since the S value reflects the properties of the system
in question, but is not the temperature measurement accuracy provided by an
instrument, which is an order of lower magnitude. In this case, specific features
of the process should be taken into account.

If necessary, the experimental curves can be smoothed before exporting data,
using the NETZSCH Proteus Analysis program (Figures 4.3, 4.4). The smooth
level (Figure 4.4) is considered sufficient when the DTG curve has no spikes.

% NETZSCH Proteus Thermal Analysis - [Main]

File Edt Vew Insert Settings Range Evaluation Extras Recorder
3] B w|Bdles| almd] [w W2 Allc|o|olN|

] =2 B 3 D= X
)| 4[| AN 70 N Wl [ RE]| n]] [

Figure 4.3: Curve smoothing.

' NETZSCH Proteus Thermal Analysis - [Main: Smoothing]

Fle Edt View Insert Settings Range Evalustion Extras Recorder Window Help

123 2 0 R ) e 2 e RSl | A et <
] 2o | s || 0 | () ]| | ] [ o ]

T gl [ 1] 2[2[4f5) 6] 2[8] ™y OK | Coes | Heo |
—

Figure 4.4: Selection of the curve smooth level.

After all data has been imported as ASCII files, they can be used for kinetic anal-
ysis with the NETZSCH Thermokinetics software. To do this, a new project is
created (Figure 4.5). In the initialization dialog box, the project name, the sample,
the number of measured curves (scans), and the type of measurement (TG, DSC,
etc.) are entered.
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NETZSCH Thermokinetics 3

File Settings Sef Data _Idggl ®“Tinearreqr. MNonlinregr. Predictions Optimization TTT diagram Extras Help
e 42 K Model free | Linear regr. | Nonlin regr. | Predictions | Optimizations | TTT diagtam
- — L =
=+ piQDERERVY W Ted oM@

Figure 4.5: Creation of a new project in the NETZSCH Thermokinetics software.

Project Initialization @

Project name: CaCZO4_Dun_5 | oK
Material: CaC204_H20 } Cancel
No of Seans1..16]: El:
Type of measurement: "Thermogravimetry (TGA) v \
Direction of exotherm:
Parameters of Diff. contr..  |notused v/
Type of math. weight w=1 v
Correction parameters: ' notused V} [ Change Corr Par
Tested models: | #| code WType1 ] VType 2 7|7Type 3 7| Type 4"| Type 5 7] []Negative E
1 Sl
2
3 v
< >

Remarks: Clear Remarks

Figure 4.6: Initiation of a new project in the NETZSCH Thermokinetics software.

The user imports then the data into the program. To do this, the type of loaded
data should be specified (Figure 4.7). In the dialog box (Figure 4.8), the type of
measurement is specified. In the case of thermogravimetry, GTA TG is selected.
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E’E NETZSCH Thermokinetics 3  CaC204_Dun_5
File Settings Edit Data Modelfree Linearregr. Nonlinregr. Predictions Optimization TTT diagram Extras Help

DPAB%® X |
amae s L@ |0

.| Nonlin regr. | Predictions | Optimizations | TTT diagram

T &5 0 &

Figure 4.7: Selection of the type of measurement for loading in the NETZSCH
Thermokinetics software.

ASCII Source

ASCI source

o
~

¥

Cancel

Figure 4.8: Selection of the measurement type for loading in the NETZSCH
Thermokinetics software.

The data is loaded by clicking the Load ASCII file icon (Figure 4.9). In the popup
window, the user specifies the desired data file.

£¥ NETZSCH Thermokinetics 3 CaC204 Dun_5

File Settings Edit Data Model free Lir rlin regr.  Predictions timization TTT diagram Extras Help
ol free | LgfadfTeor. | Noniin regr. | Predictions | Optimizations | TTT diagram |

NP AE® X
wmensoReB@Y W« Teon R |

Figure 4.9: Loading data into the NETZSCH Thermokinetics software.

If necessary, the user corrects the evaluation range limits (Figure 4.10).
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Optimastion TTT dagram Hep

5] % Datalnput | Modelfree | Linear reqr. | Noniin regr. | Predictions | Optimizations | TTT diagram
A o @ v W T Ted @

Mass/%

Id: /CaC204 29.10.201011
No.poinis:
Heating rats
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A\ Temg: | 11870000 {2}
Time: 3219085
\ Value: 9059383
* A Rignt
Temp: | 16624319 |{&]
\ Time: 5068386
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2 \
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\ © Temperature
OTime.
0
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)
. \

12 140 160 180 200
Temperature/"C

Figure 4.10: Selection of the evaluation range limits in the NETZSCH Thermoki-
netics software.

The loaded files are checked by clicking the Check scans icon (Figure 4.11).

E& NETZSCH Thermokinetics 3 CaC204_Dun_5

Fille Settings Edit Data Modelfree Linearregr. Monlinregr. Predictions Optimization TTT diagram Extras Help

DB & K i Model free Un%ﬂ.ﬂyﬂb&gr:i Predictions | Optimizations | TTT diagram
wmenslo RDmbal) Teo o

Figure 4.11: Check of the loaded data in the NETZSCH Thermokinetics software.

The next step is to perform the model-free analysis. To do this, the user
should enter the Model free menu (Figure 4.12).

NETZSCH Thermokinetics 3  CaC204_Dun_5

Fle Settings Edit Data Model free Linear regr.
BPMwB% X | [owamn
tamoeB LLIQS ANE

Predictions Optimization TTT diagram Extras Help

inglar regr. | Nonlin regr. | Predictions | Optimizations | TTT diagram

WEB WD Dk |

Figure 4.12: Model-free analysis.
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Figure 4.13: Logarithm of heating rate versus inverse temperature.
The Ozawa—Flynn—Wall analysis is started by pressing the corresponding

button to show the graph of the logarithm of heating rate versus inverse temper-
ature (Figure 4.13).
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74 ¥ [ Ranger®
3 o minit. 201 [5
i 168 maxe0.39] |95
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Figure 4.14: Activation energy and preexponential factor versus conversion.
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The activation energy and preexponential factor are then calculated as a function
of conversion (Figure 4.14). Analogous calculations can be performed by the
Friedman method (Figure 4.15).

& NETZSCH Thermokinetics 3 CaC204_Dun_5

File Settings Edit Data Modelfree Linearregr. Nonlinregr. Predictions Optimization TTTdiagram Extras Help

2 | Linear regr. | Nonlin regr. | Predictions | Optimizations | TTT diagram

[l mooth level: | 0.0100 | wWB W O &

Figure 4.15: Model-free Friedman analysis.

The resulting activation energies and preexponential factors are used as a
zero approximation to solve the direct kinetic problem. To do this, the Linear
regr.-toolbar is used (Figure 4.16). This procedure is applicable to one-step pro-
cesses.

T% NETZSCH Thermokinetics 3 CaC204_Dun_5

Fle Settings Edt Data Modelfree Linearregr. Noninregr. Predictions Optimization TTTdiagram Extras Help
K| AR % X | Data Input | Model
wmeG L@ P O W y T o 0 @ >

lin regr. | Predictions | Optimizations | TTT diagram |

Figure 4.16: Linear regression.

TH NETZSCH Thermokinetics 3 CaC204

Data Input | Modelfree | Linear regr. | Noniin regr. | Predictions owth

~p 8 @ T > 0 &

Selection of reaction types to check X
Selection hox
# |cm- |Rlaclion Type |5o|-mu| ~
1[F1 1storder =
2|F2 2nd order yes
3|Fn nthorder yes
4|D1  A.dim, diffusion yes
5|D2  2.dim. diffusion yes
6[D3  3.dim. diffusion Janders type yes
7|D4  3.dim. diffusion Ginstl-Brouns.type yes
8 |R2 2-dim. phase boundary reaction yes
9 ‘ 3.dim. phase boundary reaction 8
[ ok |[ cancel [ aino | [ hHew |

Figure 4.17: Model selection in case of linear regression.
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Figure 4.18: Graphical comparison of the computation results (solid line) and ex-
perimental data (symbols) for TG curves of the CaC,04-H,O dehy-
dration. Three heating rates; one-step reaction.

Results using Model: s: Bna @

;grametersi Statistics | Termination Criteria | Regression Values | F-test Fit Quality | F-test: Step Significance i}

# | Parameter Name | il Value | Optimum Value ]7Sign. IFS(Far)

0 flogAtlfs™1 6.3163 6.5171 4.BB63E-2

1 | E1 klimaol 70.3493 71.0987 + 0.4291
T Reactord. 1 0.1381 0.3110 + 21742E-2
3 | Exponent a1 8.3887E-2 5.5752E-2 * 1.2667E-2
T Mass Loss1/% -11.9682 -11.9682 constant
T Mass Loss2i% -121762 -121762 constant
T Mass Loss3i% -12.2892 -12.2892 constant

[ x Cancel ] I Save Results as Default ] [ Print ] [ A&A  Printer Fort ]

Figure 4.19: Kinetic parameters of the CaC,0,4 * H,O dehydration.

If the kinetic model of a process is a priori unknown, it is advisable to perform
calculations using all models (Figure 4.17). To do this, in the Selection box, the
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user should click on ‘Yes’ in the corresponding cell of the column ‘Selected’. The
program outputs a graph of measured and calculated curves, as well as tables.

4.3 Analysis of Computation Results

Let us consider the computation results obtained by the linear regression method
for the CaC,0,4 * H,0 dehydration (Figure 4.19).

Figure 4.19 presents the Arrhenius parameters and the form and characteris-
tics of the function best fitting the experimental results (from the statistical view-
point). For the reaction under consideration, the best fitting function is the Prout—
Tompkins equation with autocatalysis (the Bna code), which is indicated at the top
left of the table. However, before discussing the meaning of the results obtained,
let us consider the F-test: Fit Quality window (Figure 4.20).

Results using Model: s: Bna

Parameters | Statistics | Termination Criteria | Regression Values | F-test Fit Quality | F-test: Step Significance
#| code | Fep | Ferit0.98) | fact ]Type1 |Typez |Typ93 lTypeet ITypeﬁ A
0ls: 1.00 e 728 iBna
1|s: 1.02 118 728 cnB
2 |s: 1.03 13 729  Fn
3 s 1.26 113 730 R2
4 |s: 1.70 el 730 R3
§|s: 211 el 729 An
B |s: 3.02 113 730 F1
sy 5.61 113 730 D1 3
4 >

[ Printer Font [ cancer |

Figure 4.20: Fit quality for different models.

4.3.1 The F-test: Fit quality and F-test

Step significance windows present the statistical analysis of the fit quality for
different models. This allows us to determine using the statistical methods which
of the models provides the best fit for the experimental data.

To perform such an analysis, Fisher’s exact test is used. In general, Fisher’s
test is a variance ratio which makes it possible to verify whether the difference
between two independent estimates of the variance of some data samples is sig-
nificant. To do this, the ratio of these two variances is compared with the corre-
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sponding tabulated value of the Fisher distribution for a given number of degrees
of freedom and significance level. If the ratio of two variances exceeds the cor-
responding theoretical Fisher test value, the difference between the variances is
significant.

In the Thermokinetics software, Fisher’s test is used for comparing the fit
qualities ensured by different models. The best-fit model, that is, the model with
the minimal sum of squared deviations, is taken as a reference (conventionally
denoted as model 1). Then, each model is compared to the reference model. If
the Fisher test value does not exceed the critical value, the difference between
current model 2 and reference model 1 is insignificant. There is no reason to then
believe that model 1 provides a more adequate description of the experiment in
comparison to model 2.

The F,, value is estimated by means of Fisher’s test:

_LSQ4/f4

F = .
P LSQy/f >

(4.2)

The F,, value is compared with the Fisher distribution F,;(0.95) for the signif-
icance level of 0.95 and the corresponding number of degrees of freedom.

Figure 4.20 shows that three models meet this requirement: the Prout-Tompkins
nth-order equation with autocatalysis (Bna), the nth-order equation with auto-
catalysis (Cnb), and the nth-order reaction (Fn) (see Table 3.1). To discriminate
between these functions, a nonlinear regression calculation is performed for each
function separately under the assumption of a one-step process. To do this, the
Nonlin regr. toolbar is opened (Figure 4.21).

& NETZSCH Thermokinetics 3 CaC204
File Settings Edit Data Modelfres Linearregr. Nonlinregr. Predictions Optimization TTT diagram Extras Help

0 AB % ¥ Data Input | Model free | Linear reg |

— Plioli==BR PO o T ® !

dictions = Optimizations | TTT diagram

Figure 4.21: Nonlinear regression.

NETZSCH Thermokinetics 3 CaC204_Dun_5

0 ]
2 aane Linearredg, : Nonlin regr. | Gredictions | Optimizations | TTT diagram
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Figure 4.22: Menu for model selection.
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Definition of Multiple Step Reaction

Tested Models

#| Code F-Value Type 1 |Type 2 |Type 3 |Type 4 |Type 5 |4 ol
1]s 1.00 Bna o
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Figure 4.23: Selection of the model and function type in the nonlinear regression
menu.

Initial Parameters

Model: s

A8 Step 1: n-th order with autocatalysis by B

@]
List of Parameters
# | Name Sign | Const. | Equal | value | Limit. | Minimum | Maximum
0 |log A1/s™1 false B.5721 false
1 |E1 kJimol L2 false 720312 false Default Signal
2 |React.ord. 1 + false 0.3567 false

Duplicate
3 |log Keat 1 false -0.5357 false
4 |Mass Loss1/% true -11.9682 false
5 [Mass Loss2/% true -121762 false
B |Mass Loss3/% true -12.2892 false

Figure 4.24: Table of initial parameters.
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In this toolbar, the Model Selection button is pressed (Figure 4.22) to select the
process model. In the opened window (Figure 4.23), we select the one-step pro-
cess and the Cn model (nth order reaction with autocatalysis). The program is
started by clicking on the green triangular button (Figure 4.22). The table of ini-
tial parameters that should be verified then appears (Figure 4.24).

In the Const. column, the option ‘false’ is set for the parameters that should
be varied and the option ‘true’ is chosen for the parameters that remain constant.
The three columns to the right of this column are intended for imposing con-
straints on the selected values. The computation results are presented in Figure
4.25.

Results using Model: s: Cn B
Parameters | Statistics | Termination Criteria | Rearession Values | F-test: Fit Quality | F-test: Step Significance
# | Parameter Name l Initial Value I Optimum Value | Sign. | t*s(Pan |
0 §logAlis™1 6.5721 6.5712 29421E-2
1 | E1 kdimol 720312 72.0247 + 0.2052
2 | Reactord. 1 0.3567 0.3565 + 4.8712E-2
3 | log Keat1 -0.5357 -0.5357 0.1854
4 | Mass Loss1/% -11.9682 -11.9682 constant
5 | Mass Loss2/% -121762 -12.1762 constant
6 | Mass Loss3/% -12.2892 -12.2892 constant
[ x Cancel ] Save Results as Default ] [ Print ] [ AA  Printer Font ]

Figure 4.25: Computation results for the Cnb function.

The calculation for the Fn function is performed analogously. The results are
shown in Figure 4.26. To compare the parameter values obtained for three statis-
tically equivalent functions, these parameters should be evaluated with allowance
for correlation of the initial data. In the Statistics menu (Figure 4.25), the Durbin—
Watson test value is presented (4.3) which should be added to the calculated tS
error, where t is the Student’s test for a given number of degrees of freedom, and
S is the mean-square deviation. Thus, we obtain the following set of parameters
and their errors (Table 4.1) for all statistically equivalent functions.
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Results using Model: s: Fn @

Parameters | Statistics | Termination Criteria | Regression Values | F-test: Fit Quality | F-test: Step Significance
# | Parameter Name Initial Value | Optimum Yalue | sign. | ts5(Pan) |
0 ElogAlis™1 6.7290 6.7290 6.8869E-3
1 |E1 klimol 73.1002 731002 % 6.4281E-2
2 | Reactord. 1 0.2592 0.2592 + 1.2542E-2
3 | Mass Loss1i% -11.9682 -11.9682 constant
‘ 4 | Mass Loss2i% -12.1762 -12.1762 constant
5 | Mass Loss3i% -12.2892 -12.2892 constant
[ x Cancel ] ’ Save Results as Default l [ Print ] [ AA Printer Font

Figure 4.26: Computation results for the Fn function.

The following conclusions can be drawn from Table 4.1: first, the autocatal-
ysis parameters for the Bna and CnB functions are almost zero, that is, all is
reduced to the Fn function. Second, the error of the Arrhenius parameters for Fn
are minimal. Hence, the calcium oxalate dehydration is better described by the
nth-order function. The reaction order can be considered to be 1/3, that is, the
process is described by the “contracting sphere equation.” This means that the
sample consists of spherical particles of the same size and that the dehydration is
a homothetic process, that is, the particles during decomposition undergo a self-
similar decrease in size. Such a mechanism is inherent in thermolysis of inorganic
crystal hydrates. Thus, the problem of CaC,0,4 * H,O dehydration macrokinetics
can be thought of as solved.

Function log A E,klJ/mol  Reaction logK cat 1 Exp al

code order n

Bna 6.8+0.6 73+6 0.34+0.25 — 0.06+0.14

CnB 6.8+1.0 74+8 0.41+£0.48  -0.45£1.9 —

Fn 7.0£0.1 75.240.8  0.34+0.25 — —
Table 4.1: Kinetic parameters of the CaC,0,4°H,0O dehydration process




4. Kinetic Analysis Based on Thermogravimetry Data 37

The project created in the NETZSCH Thermokinetics software is saved by
clicking on the common button (Figure 4.27).

{3 NETZSCH Thermokinetics 3 CaC204_Dun_5

File Settings Edit  Data _oModa inear regr. Nonlinregr. Predictions Optimization TTT diagram Extras Help
E‘ X 24 x Data Input | Model free r Nonlin regr. | Predictions | Optimizations | TTT diagram
n=oB Ll PE W T 0 & P

Figure 4.27: Saving the project in the NETZSCH Thermokinetics software.

The output data of the NETZSCH Thermokinetics software can be exported
as an ASCII file by clicking on a button in the Nonlin regr. toolbar (Figure 4.28).
In the opened dialog box, the user can select data that must be exported: kinetic
parameters, statistics, and so on. (Figure 4.29).

¥ NETZSCH Thermokinetics 3 CaC204_Dun_5
File Settings Edt Data Modelfree Linearregr. MNonlinregr. Predictions Optimization TTT diagram Extras Help

B ABE%E K Data Input | Model free | Linear regr,

n=eoplol eER > ol yd

*FPredictions | Optimizations = TTT diagram

Teop R

Figure 4.28: Export of the results from NETZSCH Thermokinetics as an ASCII
file.

Export Results

Options Curves to export

Parameters #| Heat Rate| Temp/°C| Export »~
Statistics 1 E
F test Fit-guality 5| 15708 505 y

F test Step-signif. 3l 10500 | 295 -

CliEmes 4| 5193 482

Separator 5] 2530 4589 ¥ v
(%) Space =
) Tab

Decimal [ Al Yes l [ All fo ]
(%) Poirt

) Comma [ Ok J [ Cancel ]

Figure 4.29: Selection of data for export as an ASCII file.






Chapter 5
Kinetic Analysis Based on Differential
Scanning Calorimetry Data

The procedure of kinetic analysis of a reaction based on DSC experiment data can
be exemplified by the curing of an epoxy resin. The curing reaction involves the
opening of the epoxy ring by amine and is accompanied by an exotherm, which is
recorded on a differential scanning calorimeter. The fraction of the cured resin is
directly proportional to the evolved heat quantity. The knowledge of how the con-
version (that is, the fraction of the reacted resin) depends on time and temperature
provided by DSC enables one, in studying actual epoxy binders, to optimize the
conditions of their treatment and the forming of products, for example, a polymer
composite material. It is worth noting that curing occurs without weight change.
TG measurements are therefore inapplicable in this case.

CH;

PRSI o agpre— p— —
H.C—CH E!'L b Q_< Yo CHyC—CiO ll 0—CH-C—Cl
it T0 g i, Vi A0 O +—C—CH,
N M (l‘H \—/ » l|)H 1 _\\—’/ (l'H \_/ Y

Figure 5.1: Chemical structures of the epoxy diane resin based on bisphenol A.

It is well known [11], that, depending on the composition of reagents and
process conditions, curing would occur as a one-stage as well as a two-stage pro-
cess. In the present section both variants are considered.

Let us consider a classical system consisting of an epoxy diane resin based
on 4,4’-dihydroxydiphenylpropane (bisphenol A) (Figure 5.1) and a curing agent,
metaphenylenediamine (Figure 5.2). The curing of this system was studied on a
Netzsch DSC-204 Phenix analyzer. Measurements were taken at five heating
rates: 2.5, 5, 7.5, 10, and 15 K/min. Samples were placed in Netzsch aluminum
crucibles with a lid. A hole was preliminarily made in the lid. The process was
carried out in an argon flow at a flow rate of 100 mL/min. A mixture of the resin
components were freshly prepared before taking measurements. The samples
were 5-5.5 mg for each of the heating rates.
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Figure 5.2: Chemical structure of the curing agent, metaphenylenediamine.

5.1 Computation Procedure. Solution of the Inverse and Direct Kinetic
Problems. Quasi-One-Stage Process

Experimental data acquired using the NETZSCH equipment is processed with
the NETZSCH Proteus program. Figure 5.3 demonstrates that the curing of an
epoxy resin in the given temperature range can be considered quasi-one-stage at
all heating rates used.

The procedure of kinetic analysis for DSC data is analogous to that for TG
measurements described above. Here, we focus on the differences between these
procedures. First of all, when loading data in the NETZSCH Thermokinetics
software, the user select Differential Scanning Calorimetry as the type of mea-
surement (Figure 5.4).
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Figure 5.3: DSC curves of the curing of an epoxy resin at five heating rates.
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ASCII Source

ASCIl source

‘ METZECH DECIDTA v |

Figure 5.4: Selection of the type of measurement for loading in the NETZSCH
Thermokinetics software.

DSC /ImwW
‘L exo Indium melting peak after DSC correction
12 Width:  0.16 °C(50.000%)
Height: 13.3708 mW 84 mWPEC
10
8
Indium melting peak: raw data
6
Width: 0.77 °C(50.000%)
Height: 9.1729 mW 12 mWrC
4
2 \
0
155 156 157 158 159 160 161 162
Temperature /°C

Figure 5.5: Example of the change in the peak shape for indium metal melting
after the correction of the DSC signal (reprinted with permission from
[9] © NETZSCH-Gerétebau GmbH).

The DSC results not only provide information on the transformation of an
analyte, but also depend on the heat exchange conditions in the analyzer—sample
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system. Because of the thermal resistance between the sample and the sensor,
the thermal flow released as a result of processes in the sample is smeared in time
(Figure 5.3). To correctly perform kinetic analysis, the true signal shape should be
found, that is, data should be corrected for the time constant of the instrument and
for thermal resistance. These corrections can be applied with the DSC Correction
routine.

As a rule, the melting peak of pure metal (indium in this case) serves as the
calibration measurement for determining the correction parameters. This metal is
chosen because it melts in the same temperature range in which the epoxy resin
is cured. The path to the file with preliminarily calculated correction parameters
is specified in the same window (Figure 5.6).

Project Initialization @
Project name: Epoy

Material: Epoxy Cancel

No of Scans[1..16]:

Type of measurement. Differunlial Scanning Calarimetry v
Direction of exotherm: | Un | [ Difiusion cantr.
Parameters of Diff. contr.: not used |
Type of math. weight: = |
Carrection parameters: Sn_10K ker S| Change Corr Par
Tested models: ) fype1 Type 2 | Type 3 | Type 4 | Types 4|

1

2

3 ~

< >

Remarks: Clear Remarks

Figure 5.6: Project initialization for DSC measurements.

The data is loaded by clicking the Load ASCII file icon (see Figure 4.9),
analogously to the procedure with TG data. If necessary, the user corrects the
evaluation range limits (Figure 5.7). For further calculation, the type of baseline
should be selected (Figure 5.8). In this case, we use a linear baseline.
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Figure 5.7: Selection of the evaluation range limits in the NETZSCH Thermoki-
netics software.
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Figure 5.8: Choice of the baseline.

The loaded data is checked and model-free analysis is performed (Figure 5.9).
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Figure 5.9: Logarithm of heating rate versus inverse temperature (calculation by
the Ozawa—Flynn—Wall method).
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Figure 5.10: Activation energy and preexponential factor versus conversion (cal-
culation by the Ozawa—Flynn—Wall method).

The resulting activation energies and preexponential factors are used as a zero
approximation in solving the direct kinetic problem.
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5.2 Analysis of Computation Results

Let us consider, first of all, the computation results (Figure 5.11) obtained by the
linear regression method under the assumption of a one-stage process.

Figure 5.11 presents the Arrhenius parameters, the form of function, and
its characteristics best fitting the experimental results (from the statistical view-
point). The calculation was performed for all models. As expected, however,
the only relevant model turned out to be the model of reaction with autocatalysis
described by the Prout-Tompkins equation (Bna code) (Figure 5.12), which is
indicated at the top left of the table showed in Figure 5.11.

Refinement of the model parameters by the nonlinear regression method led
to results analogous to those in Figure 5.11. The statistical characteristics of the
model are shown in Figure 5.13. With the inclusion of the Durbin—Watson test
value, the resulting model parameters are as follows: £ =47 £ 3 kJ/mol, log 4 =
37+04,n=12+0.15,a1 =0.50 £ 0.05.

Results using Model: s: Bna @

Parameters | Statistics = Termination Criteria | Regression Values | F-test Fit Quality | F-test: Step Significance
# | Parameter Name | Initial Value | Optimum Value | Sign. | 5 (Pan) |
0 flog Atis™1 3.9340 3.7128 4.7338E-2
1 |E1 kdimol - 48.7992 47.3250 + 0.3627
T Reactord, 1 1.2648 11841 + 1.6562E-2 ‘
3| Exponent a1 0.55H 0.5049 + 6.0733E-3 ‘

"4 | Area 1iJig) 3325214 3325214 constant
"5 | Area 20(ig) 341.7222 341.7222 constant
T Area (o) 332.5725 J32.5125 constant
T Area 41(Jig) 338.2117 338.2117 constant ‘
T Area 5f(Jig) 356.4084 356.4084 constant

[ x Cancel ] Save Results as Default ] [ Print ] [ AA  Printer Fort ]

Figure 5.11: Arrhenius parameters obtained by non-linear regression.
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Heat flow rate (W/g)

Temperature, °C

Figure 5.12: Graphical comparison of the computation results (solid line) and ex-
perimental data (symbols) for DSC curves of the epoxy resin curing
process. Five heating rates; one-step reaction; the Prout-Tompkins
equation.

Results using Model: s: Bna @

Parameters | Statistics | Termination Criteria | Regression Values | F-test: Fit Quality | F-test: Step Significance|
#| code | Fexp | Ferit(0.95) | fact | Typed | Type 2 | Type 3 | Type 4 | Types A
0|s: 1.00 1.14 599 Bna g
1|s: 2.65 1.14 599 Cnb
2 |s: 5.80 1.14 600 An |
3|s: 8.53 1.14 600 c1B
4 |s: 12.64 1.14 601 A2
5 s 17.61 1.14 601 F1
B |s: 17.64 1.14 600 Fn
7|s: 2312 1.14 601 R3 !:
&) >

[ Printer Font ] [ Cancel ]

Figure 5.13: Statistical analysis of quality fits for different models.
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As is known, the epoxy resin curing reaction occurs due to the autocataly-
sis mechanism [12]. The reaction is promoted by hydroxyl groups formed upon
cross-linking [11]. At the early step of the reaction, the reaction rate increases
with an increase in the conversion because of the catalytic effect of the reaction
product. With a lapse of time, the amount of the starting reagent decreases, and
so does the reaction rate. Thus, the plot of the reaction rate versus time passes
through a maximum. In the simplest case, this mechanism is described by the
Prout-Tompkins function, which also follows from our preliminary calculation.
However, the curing process is known to comprise at least two independent steps.
This function is therefore often unable to adequately describe the curing process.
It is more preferable to use the following equation for calculation of the curing
process [11]:

d “Ea
d—f = (k1 + k,a™)(1 — )", where k; = Aje RT (5.1

In the software, this equation is represented as a model with two parallel reactions:
areaction with autocatalysis described by the Prout—-Tompkins equation (Bna) and
an nth order equation (Fn).

Results using Model: d:p; Bna Fn @

Parameters | Statistics | Termination Criteria | Regression Values | F-test: Fit Quality | F-test: Step Significance
# | Parameter Name | Optimumvalue| Sign. | t*s(Pan |'~
0 |logAtis™1 3.7503 9.8585E-2
1 E1 klimol 47.3124 + 0.8004
2 React.ord. 1 1.3226 +lim 3.2641E-2 |

.3_ Exponent at 06233 + 3.0456E-2

4_ log A2is"1 2.3943 0.5145

"5 |E2 kimol 481048 + 3.7067

6_ Reactord. 2 0.3746 +lim 8.6708E-2

"7 |Area 11(Jig) 3325214 constant

T Area 2i{Jig) 341.7222 constant =
[ x Cancel ] Save Results as Default ] Print ] [ AA  Printer Forit ]

Figure 5.14: Kinetic parameters for the two-step model.

Model with two parallel reactions: a reaction with autocatalysis described by
the Prout-Tompkins equation and an nth order reaction (Fn). The kinetic param-
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eters corresponding to a two-step model with two parallel reactions are presented
in Figure 5.14. However, the difference between the fits provided by the one-
and two-stage models is statistically insignificant, as follows from Figure 5.15.
In both cases, the F,,, value does not exceed the critical value. We may assume
that the one- and two-step processes are equiprobable. This phenomenon can be
explained by the presence of hydroxyl groups in the initial resin: even at a zero
conversion rate, catalytic sites exist, and the autocatalytic mechanism prevails
during the entire course of the reaction.

Results using Model: d:p; Bna Fn

Parameters | Statistics | Termination Critetia | Regression Values | F-test Fit Quality | F-test: Step Significance

Code Fexp Fcrit{0.95) | fact |Type1 |Typ92 |Type3 ITWJE“ |Typ95 »

#

0 [d:p; 1.00 115 596 iBna Fn

1|s: ilaalie 1.14 599 Bna

2|s: 3.06 114 599 CnB

3 s 6.70 114 600 An

4|s: 9.85 1.14 600 c1B

5 |s: 14.60 1.14 601 A2

B |s: 20.34 114 601 K1

71s 20.38 1.14 600 Fn 2
< >

[ F'rinterEom] [ Cancel ]

Figure 5.15: Statistical analysis of the fit quality for different models.

Table 5.1 presents the calculation results for both models. As is seen, the
errors of the Fn function parameters for the two-stage process are significant,
whereas the average parameter values do not differ from those of the Bna function.
Hence, we can state that the above calculation does not confirm the occurrence
of the two-stage curing process.

Function code log A E kJ/mol  Reaction order n Exp al
Bna 7.7+0.4 47+3 1.2+0.15 0.50+0.05
Bna 3.75+£0.7 47+6 1.3£0.2 0.6+0.2
Fn 2.445.0 48+26 0.4+0.6 —

Table 5.1: Parameters for the one- and two-stage models.
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5.3 Plotting the Conversion-Time Curves

The above calculation can be successfully used for selecting optimal conditions
for the curing process (temperature and time). Let us consider how to obtain the
conversion versus time plot (at a given temperature) from the calculated data.
To do this, we open the Predictions toolbar. The curves are shown in Figure
5.16. In this case, calculations are performed assuming the kinetic control of the
reaction. In reality, once a certain curing degree has been achieved, the initially
liquid sample is converted to the viscous flow and then to the solid state. The
diffusion of resin and curing agent molecules thereby slows down, and the process
becomes diffusion-controlled. Thus, the kinetic calculation should be completed
with measurements of the rheological properties of the system. The resulting
relationships show that the resin is completely cured within 16 min at 153 °C.
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Figure 5.16: Degree of curing of the resin versus the time of exposure of the sam-
ple to constant temperature.






Chapter 6
Analysis of Multistage Processes

For multistage process, it is recommended to perform kinetic analysis using the
following algorithm. Kinetic analysis is performed separately for each of the
stages of the process as for a one-stage reaction, and the corresponding kinetic
model and kinetic parameters are determined. Then, kinetic analysis is performed
for the entire process using the data obtained for the model of each stage. In so
doing, the kinetic parameters of each stage are refined. Thus, when the process is
studied as a whole, there is already no need to try different kinetic models since
they have been chosen for each stage.

However, for most multistage processes, the effects overlap. To separate
quasi-one-stage processes, the Peak Separation software can be used. In general
case reaction steps are dependent, so the separation procedure is formal. Obtained
peaks does not refer to the single reactions and may be used just for the initial ap-
proximation of the Arrenius parameters. In the case of the independent reactions
separated peaks refer to the single reactions and thus may be used for calculation
of the Arrenius parameters.

6.1 Peak Separation Software

In multistage processes with competing or parallel reactions, separate stages, as
a rule, overlap, which can lead to considerable errors in the calculated Arrhenius
parameters and to an incorrect choice of the scheme of the processes. This in
turn will lead to significant errors of the nonlinear regression method because of
the nonlinearity of the problem. To solve this problem, the experimental curve is
represented by a superposition of separate one-stage processes. This procedure
in implemented in the NETZSCH Peak Separation software (Figure 6.1).

The NETZSCH Peak Separation software [13] fits experimental data by a
superposition of separate peaks, each of which can be described by one of the
following functions:

1. Gaussian function,
2. Cauchy function,
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3. pseudo-Voigt function (the sum of the Gaussian and Cauchy functions with
corresponding weights),

4. Fraser—Suzuki function (the asymmetric Gaussian function),

5. Pearson function (monotonic transformation from the Gaussian to the Cauchy
function),

6. modified Laplace function.
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Figure 6.1: Peak separation using the Peak Separation software (reprinted with
permission from [13] © NETZSCH-Geritebau GmbH).

In thermal analysis, chemical reaction steps are described in most cases by the
Fraser—Suzuki function (asymmetric Gaussian function). For other processes,
e.g., polymer melting, the modified Laplace function must be used. Figure 6.1
shows the decomposition of a multimodal curve with the use of this function and
its analytical representation. The Fraser—Suzuki function (asymmetric Gaussian
function) and its graphical representation are given below.

In[1+2-Asym- (x — Pos)/de]) ] 6.1)

YVreraser = AmMpl - exp [—lnz ( Asym

2
Asym ] 62)

Apraser = 0.5 -y/m/In2 - Ampl - exp[ A2
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(X-Pos.)/Hwd.

Figure 6.2: Graph of the Fraser—Suzuki function (reprinted with permission from
[13] © NETZSCH-Gerdtebau GmbH).

The software outputs the following parameters:

—

the optimal curve parameters and their standard deviations,

2. statistical parameters characterizing the fit quality (correlation coefficient
and so on.),

the initial and simulated curves with the graphs of separate peaks,

4. calculated areas under separate peaks and their contribution to the total area
under the curve.

W

6.2 Multiple Step Reaction Analysis as Exemplified by the Carbonization
of Oxidized PAN Fiber

First, multimodal curves are decomposed into separate components and param-
eters of each process are found by the above procedures, assuming that all pro-
cesses are quasi-one-stage reactions. Then, the phenomenon is described as a
whole. For multiple step processes, the program suggests a list of some schemes
of similar transformations, and appropriate schemes are selected from this list.
The schemes are presented in Figure 1 of the Appendix. The choice of the corre-
sponding scheme is based on some a priori ideas about the character of stages of
the process under consideration.
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As an example of the kinetic analysis of multistage processes, let us consider
the carbonization of oxidized polyacrylonitrile fiber yielding carbon fiber. The
results of thermogravimetric analysis are convenient to use as input data (Figure
6.3).
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Figure 6.3: Initial TG weight loss curves recorded at different heating rates: (1)
10, (2) 15, (3) 20, (4) 30, and (5) 40 K/min.

The carbonization is a complex process and occurs in several stages [14, 15],
which is clearly reflected by the presence of several DTG peaks (Figure 6.4). Ki-
netic description of a multistage process starts with the decomposition of the com-
plex DTG profile into separate components. It is assumed that the carbonization
is, at least, a four-stage process [14, 15]. To separate different stages, the initial
DTG curves should be loaded into the Peak Separation software, which provides
the best-fit description of the initial process by varying the position, asymmetry,
and width of discrete peaks (Figure 6.5) at each heating rate.
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Figure 6.4: DTG curves obtained by differentiation of the initial TG curves
recorded at (1) 15 and (2) 30 K/min.
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Figure 6.5: Decomposition of the overall DTG profile (10 K/min) into compo-
nents with the Peak Separation software.
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Then, the resulting peaks are sorted on the basis of the number of stage and
the inverse kinetic problem is solved. As a result, we obtain the type of model for
the given stage and approximate Arrhenius parameters. As a rule, several models
of comparable statistical significance satisfy the solution of this problem. If no
information is available on the true mechanism of the process, both variants are
used for solving the direct kinetic problem.

The estimated parameters and types of models calculated at this step of cal-
culations are listed in Table 6.1, and statistical data of the calculation is presented
in Table 6.3. In Table 6.1, the “apparent” activation energy is expressed in kelvins
since the notion of mole has no physical meaning for fiber. The E,/R constant is
the temperature coefficient of the reaction rate.

N Kinetic model  E,/R*10°K tS logA tS n teS

1 Avrami—Erofeev 25.0 0.6 148 0.4 028 03x107
equation

2 nth order 17.2 08 72 65 3.0 0.13
equation

3 Avrami—Erofeev 41.1 23 162 1.0 029 01x103
equation

4 Avrami—Erofeev 54.8 13 160 04 032 33x107
equation

Table 6.1: Estimated kinetic models and parameters of separate stages of the car-
bonization process.

N Kinetic model E,R*10°K tS logA tS n teS

1 Avrami—Erofeev 26.1 0.6 157 04 025 42*%10°
equation

2 nth order 35.5 2.1 188 1.2 1.98 0.14
equation

3 Avrami—Erofeev 38.3 21 167 1.0 028 0.1*10°
equation

4 Avrami—Erofeev 56.8 47 168 1.6 0.19 0.1¥107
equation

Table 6.2: Calculated kinetic models and parameters of separate stages of the car-
bonization process.
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| Parameter Stage 1 Stage 2 Stage 3 Stage4 |
Least-squares 223 32.0 2.6 7.1
value
Correlation 0.9988 0.9926 0.9956 0.9979
coefficient
Average 22x103 21.0x 103 8.6x 1073 14.5x 103
difference
Durbin— 2.8x 107 1.4x 107 1.6x 107 1.4x 1073
Watson test
value
Durbin— 19.0 26.9 25.0 27.0
Watson
ratio

Table 6.3: Statistical data of the calculation.

Mass loss, %

100 +

90
80
70 +

60 -

aA-Ls-2,c-3,p-4E

- 10 K/min
- 15 K/min
- 20 K/min
- 30 K/min
- 40 K/min

50 T T T T

.60 p
Time, min

Figure 6.6: Complete kinetic description of experimental data with the use of the

model of four successive reactions.



58 6. Analysis of Multistage Processes

One of the basic tasks of formal kinetic description is to determine the se-
quence of stages. First, the direct kinetic problem is solved using multivariate
nonlinear regression for the successive processes (the qftf scheme in Figure 2 of
Appendix, four-stage). Then, for each of the stages, kinetic parameters are refined
separately on the basis of statistical tests. As shown by preliminary calculations,
stages 1, 3, and 4 are well fitted by the Avrami—Erofeev equation (Equation 3.5)
and stage 2, by the nth order equation.

fl@=1-a) n (~In(1-a) T (6.3)

The calculated results and experimental data for successive processes are
compared in Figure 6.6. The kinetic parameters and statistical characteristics of
this sequence of stages are presented in Tables 6.4 and 6.5.

| Parameter Value \
Least-squares value 1448.7
Correlation coefficient 0.9998
Average difference 0.21
Durbin—Watson test value 5.09x 103
Durbin—Waton ratio 14.4

Table 6.4: Statistical data of the calculation.

N Kinetic model E,R tS logA tS n teS

1 Avrami—Erofeev 24 3 11 1.5 0.23 1.2x 1072
equation

2 nth order equation 34 7 10 3 5 1

3 Avrami—Erofeev 63 5 25 5  0.02 0.1
equation

4 Avrami—Erofeev 99 230 53 116 0.8 10
equation

Table 6.5: Calculated kinetic models and parameters of separate stages of the car-
bonization process for the successive-parallel scheme.

According to the authors [14] carbonization process may be represented by
a set of successive-parallel processes. Let us consider this situation (the qffc
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scheme in Figure 3 of the Appendix). The results shown in Figure 6.3 and sum-
marized in Table 6.5 have been obtained with the use of the same set of functions.
The F test value for the latter scheme with respect to the former one is
Fexp = 58.6, Fipeor = 1.11.
Comparison of the calculation results for each scheme reliably shows that,
from the formal kinetic viewpoint, the scheme of successive stages best describes
thermoanalytical data as a whole.

Mass loss, %
100 A

1 2 3
A—*B—>C—1—*D
L4,

90 - 4

[1] - 10 K/min
[2] - 20 K/min
[3] - 30 K/min

80 - [4] - 40 K/min

70 o

60

50 T T T T T T T
0 20 40 60 80 100 120
Time, min

Figure 6.7: Comparison of calculated and experimental data for the scheme of
successive-parallel stages.

Thus, formal kinetic analysis makes it possible to choose the type of function best
fitting the experimental curves (TG, DTG, DSC), evaluate kinetic parameters,
determine the number of stages and their sequence (successive, parallel, etc.). In
addition, the statistically optimal kinetic parameters allow one to model temper-
ature change conditions resulting in constant weight loss or enthalpy change rate
and obtain dependences of these characteristics under isothermal conditions or in
other temperature programs.






Bibliography

—
—_—

]
(2]

(3]

(4]
(5]
(6]
(7]
(8]
(9]
[10]
[11]
[12]

[13]
[14]

[15]

J. Sestak. Thermophysical Properties of Solids. Prague: Academia, 1984.

S. Vyazovkin et al. ICTAC Kinetics Committee Recommendations for Per-
forming Kinetic Computations on Thermal Analysis Data. Thermochimica
Acta 1 (2011):520.

V.A. Sipachev and 1.V. Arkhangel’skii. Calculation Techniques Solving
Non-Isothermal Kinetic Problems. Journal of Thermal Analysis 38 (1992):
1283-1291.

B. Delmon. Introduction to Heterogeneous Kinetics. Paris: Technip, 1969.
P. Barret. Kinetics in Heterogeneous Chemical Systems. Elsevier, 1974.

H.L. Friedman. A Quick, Direct Method for the Determination of Acti-
vation Energy from Thermogravimetric Data. J. Polym. Lett. 4(5) (1966):
323-328.

T. Ozawa. A New Method of Analyzing Thermogravimetric Data. Bull.
Chem. Soc. Jpn. 38 (1965):1881-1886.

J.H. Flynn and L.A. Wall. A Quick, Direct Method for the Determination
of Activation Energy from Thermogravimetric Data. J. Polym. Sci. Polym.
Lett. 4 (1966):323-328.

NETZSCH-Thermokinetics 3.1 Software Help.

J. Opfermann. Kinetic Analysis Using Multivariate Non-Linear Regres-
sion. Journal of Thermal Analysis & Calorimetry 60 (2000):641—658.

S.Z.D. Cheng. Handbook of Thermal Analysis and Calorimetry. Applica-
tions to Polymers and Plastics. 3. Elsevier, 2001.

L. Shechter, J. Wynstra, and R.P. Kurkjy. Glycidyl Ether Reactions with
Amines. Ind. Eng. Chem. 48 (1956):94-97.

NETZSCH-Peakseparation 3.0 Software Help.

P. Morgan. Carbon Fibers and Their Composites. New York: Taylor and
Francis, 2005.

V.Y. Varshavskii. Carbon Fibers. Moscow: Varshavskii, 2005.






Appendix

I=

B e C

>
e C

=
=

=

> [

BF
dc

d:i

Figure 1: Two-step




64

Appendix

A = e » [ tf f

A > O e EfE
—p [

A e B > C tf.p
L » C

A | = te f
- C » O

A » E Gl
»
— [

A > E tpf
e B -

A > E tif
@ o [ » =

A O ti,c
C
>

A » B toi,i
& » D
E »

Figure 2: Three-step



Appendix

A—mE—mpC—pD—pE qfff
b —p B ——p —‘:: D gffc
E
A —pB » C gfcf
|—h D——»E
A G e C gffc
D »
| -
A B gcff
C—p0D—pE
A » E » C gcfc
0——»¢E
A » 5 qgccce
[ & C
- C
» [
l—h E
A 5 giff
2 O pE—apF
A » 5 gife
& » =
I—P 2
A 5 qgicf
C ; D 4
l—P E——»F
A s B Coogif
D » E » -
A » 5 i s
B ; D I
E L > G
A > 0 o Ml e
1% ; D i
= » -
» G
A B il
E |
E » -
G » H

Figure 3: Four-step



